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Phaf-;es_ "N = 1" Dens

The two basic phases occurring, in most "N = " designs are the baseline and

treat.:11,2nt phase,. The baseline phase consists of a series of observations without

the a.,Ipliation f any researcher-imposed (zonditions. The data collected in this

p%use provide an estimation of the pattern and frequency of the target behavior as

it o..;.ur,; naterall':. The rc-ommenJed procedure for collection of all data, and

o! tiAt.i, is through the use of unobtrusive measures or obser-

vations. ftis procedure prevents the baseline dati collection process from actually

oeinc, a treat7ent, since tilt mere process of observation may systematically change

behavior and confound rt sults.

rtic .-;ccond pha:::e is typically the treatment period consisting of a series of

observations when a systematic intervention is in effect. With the exception of the

passae of time, the addition of the treatment must he the only condition to vary

from those conditions existing in the baseline phase. When this is the case,

che differences between the baseline and treatment phases may he attributed to the

imposed treatment.

The following symbols are widely used to designate various phases of inten-

sive designs (Thoresen, 1972):

A . Baseline Phase

B = First Treatment Phase

C = Second Treatment Phase

D = Third Treatment Phase

F = Follow-up Phase

Regardless of the type of N = l design chosen, the counselor-researcher will

often include a follow-up phase. This phase provides a check on the target be-

havior '.er the exporiment has been completed to see if behavior change has been

maintained.

II. Types c,f intensive Designs

The two general types of intensive desi,;ns are the single and multiple time



serice-i 6esigns. In the single time series design only one baseline is taken

on one target behavior, although more than one treatment may be employed. In

contrast, the multiple time series design involves two or more baselines taken

concurrently across situations, behaviors, or individuals.

Single Time Series Designs. The simplest of these designs is the A Design. An

A design is used to examine natural changes over time when no systematic 4.nter-

vention is employed. Because no treatment is involved, this design is primarily des-

criptive. The counselor-researcher typically notes long term trends in data and

any fluctuations about these trends.

Die AB design consists of a baseline and treatment phase. After diita

collection, the counselor-researcher compares the frequency of the ::Alavior. during

both phases. If desired change in the behavior occurs, one can only conclude that

the intervention qeemed to be effective.

The third category of sin.,2,le tim series designs involves replication of

the baseline phase. Replication of the original treatment as well as the intro-

duction of new interventions is also possible. Through replication of baseline

and treatment phases, the investigator may establish experimental reliability if

the reselts of the first tue) phases are replicated. Hence, replication single time

series designs are preferable over the AB designs. Examples of such designs in-

volving replication include: ABA, ABAB, NBACA, and ABCDEAE.

However, single time series designs have some limitations. First, the

counselor-researcher is 'imited to examining one treatment or a sequence of

treatments and one behavior over time. An additional problem Is Chat the behavior

being studied may not be reversible Many intervention strategies involve

teaching the client new skills, such as acting more assertively. Many social and

intellectual skills cannot be forgotten once the treatment is removed. Hence,

the change in behavior may be perpetuated after the intervention is withdrawn

making the establishment of ,oTerimental reliability impossible. Also, the

counselor may find it unethical or undersirable to withdraw the intervention.

In many cases treatment programs should be designed to insure that desired change
4



is maint.iined. Finally, if time for the study is limited, the counselor may

not be able to introduce replication phases or additional treatments. These

weaknesses may be overcome if the counselor uses a multiple time series design.

Multinle Time Series Designs. The multiple time series design requires that

concurrent baselines be taken across situations, behaviors, Or individuals, so

that several base:ines are established before an intervention is introduced.

The treatment is then ,ipplied to only one situation, behavior, or individual.

If a change is observed at the onset of treatment, then a causal inferenco may be

made between the change and the treatment effect. The first tyre of multiple

time series design iavolves baselines taken across situations. Co=selors are

often t itmnu interested in whether clients change that occurs in one setting

(e.g., the classroom) also takes place in another situation (e.g., the home).

For the client who is attempting to change more than one behavior a multiple

time series design across btnaviors would be chosen. If the counselor is

working with several individuals witb similar concerns, multiple baselines

across individuals could be utilized.

As with the single series design, the multiple time series design

provides a within-client comparison since the individual serves as his own

control. In addition, ongoing events in the client's life are controlled for

because multiple baselines are taken. A pre- and post-treatment comparison for

each behavior, individual or situation under study is possible. The counselor-

researcher is not limited to studying one behavior in one situation. Hence,

these designs afford the counselor greater flexibility. Finally, the multiple

time series designs avoid ethical and treatment problems of removing the inter-

vention in order to assess its effectiveness.

The counselor's choice of an appropriate intensive design depends on the

specific nature of the client's concern. However, the counselor-researcher is

encouraged to carefully consider the merits of the multiple time series designs

since they overcome the inherent limitations of single time series designs.
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Vesear(h Procedure!-;
_

The procedures to be followed for performing an "N = i" study are consistent

regardless of the design used and are summarized the following steps:

1. Precisely define the behavior(s) to be observed. The behavior can be

described in vross or fine terms as needed for meaningful results. However, the

observer must be able to distinguish between the presence or absence of the be-

havior. An optional prior step whii.11 may be helpful in defining A behavior is

to observe the client in the setting. This observation can help distinguish

the most important behavior(s) to Ue acquired or eliminated. For modification

of complex behavior it is advisable to take one key aspect of the behavior.

2 Decide un the details of the data -ollection. The length of the

observation period per day, the sr.ructurinr, of that observation period, and when

the observations are to be made are the major considerations. An observation

period typically I divided into small units which are alternatrgy observation

and recording times. For instance, for a 20-minute daily observation each unit

may be 15 seconds. The first unit would be obserwItion, the second unit would be

recordin,; wh;:t wAs oberved in the I rst in it, the third unit would be observation,

and so on. this particular 1:ys;:tem, there would be a total of 40 observation

units per day. However, the details of data collection depend on the behavior

to be observed. The objective is to establish a procedure to collect accurate

and meaningful data. The decision o: waen the.observations are to be

made should take into consideration the client's schedule. inils observation

time should be the sane throughout the study.

It is important to note that it be impossible for the frequency of the

behavior to have an attainable ceiling or floor. ln other words, the units

of observation should be small enough or the definition of behavior sp.2cific enough

to avoid a 100% or 0% frequency count for anv one ,bservation time.

3. Specify the number of observations per phase or length of the phases.

The phases in the design need not have an equal number of observations, but a
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minivum of seven to nine da.a o!ervation-, ;wr ,nAe is lecommended to permit

adequate prediction beyond the data collection period (White, 1972b).

Train the observer or data collector According to the behavioral

definitin in step #I. Training should include observer reliAbility checks, in

which at least two people independently observe the same subject and the same

behavior. The comparison of the independent results can determine that accurate

data is being collected.

5. Keep a diary to record the uncontrollable conditions and events which

may influence the target behavior. Have the client_ keep one also. Such infoma-

tion can be used to hypothesize bout posible callss of atypical frequencies

of the behavior.

%). As data collection proc'eeds, plot the data points on a graph, with

frequency or rate of the target behavior on the verticl axis and observation

days or time on the horizontal axis. Draw phase chan;;e lines, lines perpendicular

to the horizontal axis, to distingLish between the phases of the study.

IV. Data Analysis

The process of f;tatistical analysis is ls essential for the empirical

case study than it is for group research. A definition of a. mezningfully

significant difference between pretreatment and post-treatment behavior levels Is

the relevant ev;Auation of the treatment. Ther,jore, the questions to be

asked are whether the behavior change is in the desired direction and whether

the magnitude of change is sufficient tO satisfy the objective o: the counselor

and client. The demonstration that these have been answered satisfactorily is

the relevant evaluation of the tre;ltment's effectiveness.

Procedures do exist for performing more rigorous analysis than the "eye-

balling" procedure just mentioned. Dr. Owen White (1972 a,b) has developed an

analysis procedure based on the median of the data as the measure of central

tendency. M.:1!ian statiti:s is a new approach to data analysis and is being

7
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recomr-,nded a:-; the best ,ivailable method for nontatisticians, because it re-

quires a minimal amount of calculation. White (1972b) has discussed the merits

of the use of a trend line based on the median. The main argument in favor of

median statistics versus those bused cn the mean is that deviant data points are

disproportionately weighted in the cowutation of the mean. All data points

have equal weighting in the com,,,utation of the median. Therefore, a median

seort i. more repreentative ,d data when ther is one or more deviant scores in the

data. Detailed instructichs for analyzing data may be Cound in White's Working

Paper No. lb (1972h), which is srmnarized in Appendix A.

V. Data Interpretation

specifi:: interpretation ol the data is dependent on the desip and the type

of data analysis utilized in the .;tudy, However, general guidelines of inter-

pretation f r all "N 1" :udies do exist.

One guP..line is thai the results are not ;encralizabl e beyond tuw client/

sOje(t unless the results have been replicated across A number of subjects,

Therefore, ordinarily tin. .researchtlr may not Icygitimately draw conclusions about

the general effectiveness of the treatment. However, the reader of an "N = 1"

study may mtke such g.>neralizations if the researcher has sufficiently describ:d

the uiient/subje;. t . This is allowable according to the "Cornfield-Tukey Argument"

(Cornfield & TuKey, 1956) which concludes that results from a nonrandomly selected

s;i,.11ple may be generalized beyond that sample by the reader when n sufficiently

complete description of the sample is reported.

This type of study "... also precludes the use of 'explanatory terms' based

on hypothetical mental and psychological states and variables ..." (Bijou, ec al,

1969, p. 209). Interpretation should consist of a description of the results

in relation to the specific vocedu.es and treatment and appropriate comparisons

with the results of other studies with similar conditions and procedures.

8
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'fhe II tit %di 1 I 1), or! ,iri r hi, i:,.t1t-1.1..:t. i11 liR rc!-;il t 1)1

an "N = 1" study.

KEY: G = graphing

KB = median trynd line and benomial test

a - were objectives met?

b - what (hanges (wyured!

c - was treatmen rysponsible for the chanvys?

d - could this have happenA by ch.T.nce?

o - if mire than one treatment were used, which was more effective?

f - can this tryatment be tli-;od with other people, situations, behaviors'

Desio_
11*t_2_. HarlAUL1 Results Possible

A G a,b

AB C a,b

AB MB a,b,d - some hints that may be true

re.'ersals C a,b - some hints about e and c_ __

reversals MB a,b,r,d, (e)

multiple baseline C a,b,f - hints about f:.

multiple baseline MB a,b,c,d,t

mixed C a,b,f - hints about ..1

mixed MB a,b,c,d, (e) f

9
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APP END IX A

1R[ND A7:ALYSIS

The steps for a median trend analvsis are as follows:

1. Determine the :nudian data point by lank ordering the data points.
If there 1!=, an edd number ()f data poiNts, the median will be the middle
puint. If there is an even number, use the middle number that is closest
to the (enter of the distribution on the x-axis.

Fr exlmple: fur data 1 5 9 11 the median is equal to r)

for data 1 9 11 12 the median data point is
either 5 ur 9dependingon which is closest to the
middle of the graphed data.

rririt 1:t d Lin t rkAid 1 i II4. by f ,,1 I (,wi thcst.

a. Number the data points on the graph according the the x-axis (see
Figure 1).

h. Using the median data point (step #1) as an axis, rotate a ruler
from the vertical p')sition in a counter-clockwise direction.
Note the order of thw data points which are crossed by the ruler
on bot.h sides of the axis. In this wav all data points should be
ordered by a 1800 are oi the ruler.

10
9

8

7

C.

1

5 7

8
2

4

- --4 -__ -4

6

1 2 3 5 6 7 8

Figure 1

(1) Since there is an even number of data points, the median
is either #2 or 16. 16 is closer to the center of the data
distribution and therefore is the median point to use.

(2) Following step 2b, the order would be (6) as the axis
5

1

4

8

3

7

1 1



SLIbtra(:t the position point of the median (axis) point 'rom each
of the ordered points. Use absolute values.

(6) (step c)
5 5-6=
2

1 1-6=

4 4-6=
3-6=

7 7-6= 1

A. Cu:%,:la ivelv add

(6)

those value,-; derived trom 1'

(step d)
5 5-6= 1 1

2-6= 5

1 I" S 10

12

3 3-6 I !)

8 8-' 1 17

7 18 .iimulative total)

g

Divide the ..umulative total nv

18/2 = 9

Scan the cumulative summation coft_.,n until that point is reached or
just cxcoede,I. Nr,te the point with which that vumulative total
point is associated.

(6) (step 1)
1

1 *--- 10 ** (10).9)
4 12

15

8 17

7 18

The above results indicate that a line connecting points 16 arri

will be balan,:ed. To chec1: that this indeed is the median trend
line, steps b. through I. must he repeated using data point 11
as the axis. This process is repeated until a pair of points
check out for each other.

(1) c d (8)
_

7 1

c
3

.... d)
._

-)

1

4 3 'i 5 3 4
6 5 10 :' 6 10
8 *--- 7 *-- 17 ** (17 >14)

1 (.-- 7 C- 17 ** (17 >14)
7 6 23 4 4 21
5 4 27 1 5 2b
)

1 28/2 = 14 6 2 28/2 ,.' 14

12





For this example the trend line of #6 to 11 did not check out as
the best trend line. However, upon continuation of the process,
a trend line

10

9

8

of #1 to #8 did check out as was illustrated above.

7 5 7

6 -
5 - 2

4 6

3 -- 1 4

2 -
1 -

I I 1 1 i I

1 ? 3 4 5 6 7 8

Figure 2

If the data are particularly stable or closely bunched, this method may
prove inadequate since it will be difficult to determine which of two
or more data points are intersected first. In such cases large charts
can be constructed to spread out the data.

When small amounts of data are used, there is a reasonable probalility
that the data will be so evenly balanced at any given point in time that
there will actually be two different possible median trend lines. When
the number in the cumulative sum column (step 2c) is equal to (rather
than greater than) of the total sum, it is a signal that the data are
equally balanced, and that there arc two possible median trend lines
which must be tested. This situation is called branching.

Consider the following data:

(5) (1)
4 4-5= 1 1 2 2-1= 1 1

3 3-5= 2 3 54--5-1= 4E-5 ** (5=5)
14-1-5= 4k---7 ** (775) 4 4-1= 3 8
1 2-5= 3 10/2= 5 3 3-1= 2 10/2= 5

In this case one median trend line has been confirmed (i.e. a line
running between data points 1 and 5). The second point to be tested in
a branching situation will always be the next one down in the column
listing the order in which the data are intersected. In this case data
point #4 will be used as the next axis.

(4)

5 5-4= 1 1

3 3-4= 1 2

1t--1-4= 3<---5 ** (5>3.5)
' 7-4= 2 712= 3.5

13



The data point associated with of the cumulative sum total is #1,
which was the last center of rotation. Therefore, the line between data
points 1/1 and #4 is also a median line.

Which line, then, should be used? Whenever possible, collect more
data. Usually only one more data point will be needed in order to
establish a single median trend line. With the data given, however, there
is no decision regarding the choice of one median trend line that can be
made with complete confidence. White (1972b) suggests the following
set of rules for deciding which line to use in further analysis:

1. If there is no particular hypothesis as to how the data should be
progressing (or how one wishes it to progress), then select the line
which is closest to being flat (i.e. showing no progress), since that
will be the most conservative estimate in most cases.

2. If hypotheses are involved, or tests of significance are going to be
run, then select the slope which minimizes the possibility of finding
differences or supporting favorable hypotheses. By doing so, any
statements of change will tend to be conservative.

The probability of more than one appropriate median trend line is
relatively high with small amounts of eata (4 or 5), but decreases
sha,:ply with greater numbers of data.

3. Determine meaningful and/or statistical T,77gnificance.

a. Meaningful significance should be determined as a sufficient
improvement in behavior as defined by the learning objective and
should be considered separately from statistical significance.
The general aim would be that some intervention changed the predicted
frequency or behavior from baseline in the desired direction.

The steps for evaluating the data for meaningful significance are
as follows:

1) Using a dotted line, extend the trend line of one phase into
the next phase. The dotted line is the predicted rate of behavior.

2) Visually determine the step and the progress change between the
predicted rate of behavior and the actual trend line for the
second phase. The step is the difference between the actual and
predicted trend lines at the beginning of the second phase (see
Figure 3). The progress change is the difference between the
slopes of the predicted and actual trend lines. Both the step
and progress change estimates define the total difference between
predicted and actual behavior. Even if there is a significant
step between phases, if the slopes are such that in time the
behavior will be at the same level regardless of the intervention,
the overall effect will not be meaningful (see Figure 4).

14
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tactual

(-predicted

Figure 3
ItTiltttttitilli

Figure 4

b. Statistical significance is calculated as follows:

1) As with meaningful significance the first step is to extend the
trend line of one phase into the next phase with a dotteci line.

2) Note the number of data points which fall on either side. The
null hypothesis is that if there are no differences betv'een the
phases, an equal number of data points should fall on each side
of the predicted trend line. In statistical terms Ho: p = .5.

3) The statistical test is a binomial test:

P(r) =
N
C (q)N-r
r

Where P is the probability of ( )

r is the number of data points on one side of the
predicted trend line

p is the hypothesized probability (.5)
q is 1 - p (.5)

N is the total number of data points in the second phase
C indicates a combination is computed for N and r

Example: In Figure 4 one data point falls below the predicted
trend line. Therefore r = 1

N = 8
p = .5
q = .5

8 -
P(r = 1) =

1
(.5)

1

(.5)
85

= 8 (.5) (.0078)

8 (.0039)

= .0312

4) The decision must be made whether P(r) is small enough to say
that the actual trend line from the data in the second phase
is not a chance occurrence. Traditionally an alpha level of .05
is selected. In that case tha probalilitv of having only one
data point on one side of the predicted trend line (p = .0312)
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is small enough for us to com!lude that there is an ovcrali difference
between the two phases.

The above sequence is continued to determine differences between all
consecutive phases. It is also used to analyze for differences between
nonadjoining phases, such as might be needed for analyzing complex
designs.
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